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Abstract

In this paper we present a method for simulating bleeding in avirtual reality hys-
teroscopic simulator for surgical training. The simulated bleeding is required to
be visually appealing while at the same time instantaneousi responsive to any
feedback that the surgeon may be conducing to the virtual enironment. In order
to meet these real-time requirements, we have based the sirfation on graphical
uid solvers. These solvers primarily work best over a 2D donain. For correct vi-
sualization in the hysteroscopic simulator, it is, however necessary to perform the
simulation fully in 3D. Therefore in this paper we also presat the design modi ca-
tions for 3D graphical uid solving and show how to use paralklization to maintain
real-time behavior. We also discuss how the incorporation bmassless particles into
the simulation can improve the visual quality of the results by limiting numerical
dissipation e ects.
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1 Introduction

Hysteroscopy is the standard visualization of the inner stace of the uterus
performed by using one hull containing both the endoscope @rhe surgical
instrument introduced through the cervix into the uterus. To aid visualiza-
tion and surgical intervention, a hydrometra is establishe by applying uid
under pressure to distend the uterine cavity. It is the secahmost often per-
formed endoscopic procedure after laparoscopy in gyneaptdl1]. Diagnostic
hysteroscopy is used for clari cation of pathologic altertgons in case of symp-
toms or ndings by imaging modalities like irregular bleedig, endometrial
thickening, suspected tumors and problems of infertility 1osterility. If neces-
sary, it may be subsequently continued with therapeutic hysroscopy, e.g. for
removal of polyps and myomas, endometrial ablation, reséah of adherences
or uterine septa, cateterism of the fallopian tube or removaof intrauterine
devices [2].

The side e ects and iatrogenic injuries depend on the procack that is per-
formed: while the pure diagnostic hysteroscopy presentsast no major prob-
lems, therapeutic hysteroscopy is associated with a smalumber of well-
known serious complications. They primarily result from d¢her the inade-
guate technique of the surgeon, or the uid overload of the pigent. The only
way to acquire su cient experience is with the repetitive training of specic
skills, procedures and complication management. Howevegratient involve-
ment should be avoided during early phase of the surgeon'suleing curve.

Currently the basic visio-spatial and manipulative skillsare taught by in vitro

methods using inanimate objects such as sheep bladders of peppers [3].
These units allow the surgeon to learn how to navigate under anoscopic
visual feedback, as well as perform basic manipulative coomments of an in-
tervention. In this way the surgeon develops competence iormpleting a par-
ticular task, but because the real-life e ect is lost, one dhins only limited

training in dexterity and surgical problem solving. Primaily, there is a lack
of realistic tissue reactivity and one cannot experience ¢hcomplexities of
abnormal anatomy or pathologic situations.

It is believed that a reasonably realistic virtual-realitybased endoscopic simu-
lator training for therapeutic hysteroscopies could conibute to a reduced rate
of complications. The ultimate advantage of such a simulatas the potential
to provide a realistic and con gurable training environmeh that bridges the
gap between basic training and performing the actual inteention on patients,
without any restriction on repetitive training. However, the simulator systems
proposed to date do not achieve the necessary level of raalithat is required
for this technology to be widely accepted in the medical comumity [3,4].



In the simulator, the anatomy and some well de ned pathologis must be
represented. Realistic real-time simulation of the changan the operational
site due to surgical actions and photo-realistic renderingiust be achieved,
including the control of the hydrometra by manipulating the liquid in ow
and out ow. Finally, the manipulator should allow realistic tactile sensations
(realized by force-feedback). In contrast to other virtuareality applications,
creating the appropriate virtual environment is straightbrward. The simulator
with its monitor and manipulator corresponds directly to the setup in the true
surgical situation.

In a hysteroscopic simulator, special attention must be pdito the simulation
of di use intra-uterine bleeding, obscuring the surgeon'siew, until the correct
actions (adjusting the in ow and out ow of liquid) are performed. It has to be
emphasized that the mechanism of uid management requirepeaci c skills

from the surgeon. On one side, proper uid management is criat to the

patient's safety, on the other side, it is the only way to keepghe operation
site visible. Consequently, we face the task of synthesigirbleeding, which
can only be made realistic if we are also able to model its speadynamic

environment, in which an almost continuous current of the ditension liquid
is kept alive.

2 Methodology

2.1 Simulation of bleeding

The realistic synthesis of bleeding is an important problerwithout a de ned
solution. Temporal texture synthesis [5{10] is one poss#bpproach to solving
this problem. However, these techniques are limited in threability to mimic
certain temporal phenomena, and do not have the full capaliy of synthe-
sizing a spatially stochastic, temporally heterogeneousstture like bleeding.
Therefore we have chosen a more promising uid dynamics amarch [11]. This
choice is motivated by the fact that in the case of hysterospg, the bleeding
takes place in the cavum uteri distended by liquid.

The precise mathematical equations describing the behaviof uid ows are

the so-called Navier-Stokes equations [12]. They are nandar partial di er-

ential equations and an analytical solution to them is feaie only for the
very simple cases. With the rapid evolution of computers, moerical solu-
tions to these equations have come to the front, establisignthe domain of
computational uid dynamics (CFD). This branch of uid dyna mics gives
a cost-e ective way for accurate, real ow simulations spec for engineer-
ing purposes. Alternatively, uid solvers from the compute graphics domain



provide the possibility to achieve uid-like e ects in reattime, where precise
physical accuracy is not as important as just plain visual elity.

Foster and Metaxas [13{15] used a coarse grid on which theywaked a dis-
cretized version of the incompressible Navier-Stokes eqjoas. The non-linear
partial di erential equations are solved using an explicitnite di erence algo-
rithm. However, an implicit time-step restriction is introduced by the Courant-
Friedrichs-Levy (CFL) condition in order to avoid instabilities. Basically a
time-step must be chosen such that no particle of the uid mayravel more
than the distance of one grid cell per time-step. They were Bbto achieve a
frame rate of about 4 frames/sec by using a coarse grid, andacéally modi -
able viscosity. This is, unfortunately, too slow for interative real-time anima-
tion.

Stam [16] proposed an unconditionally stable uid solver tat allowed for
arbitrary time-steps and therefore the possibility for rektime visualization.
Instead of the explicit Eulerian integration scheme, bothesni-Lagrangian [17]
and implicit methods were used to solve the incompressibleaer-Stokes
equations. To maintain conservation of mass, Stam [16] uséie Helmholtz-
Hodge Decomposition to remove the divergent eld within thevelocity. This
divergent eld equated to the pressure eld in the Navier-Sbkes time deriva-
tive equation of velocity [18]. Stam's method of projectiorto calculate the
divergent eld decoupled the pressure component from the ity compo-
nent of the Navier-Stokes equations.

The Stam method of solution has been further re ned for speciapplications.
Fedkiw et al. [18] incorporated vorticity con nement [19] b alleviate the e ect
of arti cial numerical dissipation. Others [20{23] have usd passive particles
instead of a density eld for modelling liquid surfaces andxplosions, where the
liquid surfaces were further enhanced by a dynamic level sétowever, in our
application we do not need to model a liquid to air interfaceWe merely have
the interaction of two liquids that can be modelled with the ame parameters,
as the non-Newtonian properties of the blood can probably beeglected if
only a visually pleasing appearance of the solution has to laehieved.

An alternative approach to uid animation is with Smoothed Particle Hydro-

dynamics (SPH) [24{26]. Unfortunately, as reported in [23}he standard SPH
approach can be computationally rather expensive when ugira large number
of particles, since one has to keep track of the nearest ndigihs and solve
uid equations for velocity and pressure.

In our approach, we have chosen to use an adaptation of Stanil$] method
of solution, as it seems to reasonably resemble the dynamisour physical
model, while giving us the ability to render the uid animation in real-time.
The velocity eld describes the motion of the distension ligid, and the ad-



vection of the density in this eld describes the motion of tle blood. Thereby
rendering just requires assigning a constant red color to @a cell, with its
alpha value de ned by the density.

2.2 Basic ow model

The state of a volume of uid is determined by its density, terperature and
velocity. In the following model both the density and the terperature of the
uid are considered constant. The behavior of the velocity eld is then ex-
pressed by the following incompressible Navier-Stokes aedjons:

r u=0 ; (1)

%t: (u ru }r p+ rlu+F ; (2)

whereu is the velocity vector,p is the pressure, is the density of the uid,
represents the kinematic viscosity coe cient andF corresponds to the vector
of external body forces.

The quantities u and F are varying both in space and time. The spatial coor-
dinates can represent either 2Dx;y) or 3D (X;y; z) positions. Equation (1)
represents the physical principle that the mass in the uids conserved, while
(2) is the momentum equation of the uid ow. For the derivation of the
equations we refer the reader to [27] [12].

The velocity and pressure elds in the Navier-Stokes equatns are originally
coupled. A single equation can be obtained for the velocity {1) and (2) are
combined, and the mathematical theorem known as Helmholtdedge decom-
position is used [12]. The Helmholtz-Hodge decompositioldorem plays a
fundamental role in the numerical approximation of physidamodels like the
Navier-Stokes equations [28] [12]. It states that any veatoeld decomposes
into the sum of a gradient vector eld and a divergence-freene. More for-
mally:

W=u+rgq ; (3)

where u is divergent free, i.e.u satises (1), andr qis the gradient eld of
the scalar eld g. Let us apply the gradient operatorr to both sides of (3):

q : (4)



This is a so-called Poisson equation which can be solved ftyvetscalar eld
g with given boundary conditions. Once it is obtained, its grdient eld can
easily be subtracted from the velocity eldw in order to get the divergent
freeu velocity eld.

Introducing the projection operator P from [12], which mapsw onto its
divergence-free paru, we have

u=Pw=wr (: (5)

Applying this operator P to both sides of the incompressible Navier-Stokes
equations (2), we get

@ _ 2 .
@t_P (ur)u+t r2u+F ; (6)

using the identitiesPu = u and Pr q=0.

This form (6) of the Navier-Stokes equations de-couples th@essure and ex-
presses the momentum equation in terms of alone. Speci cally, the gradient
part of the right-hand side in (6) represents the pressure gdient.

The velocity eld is going to be used to move around a substaacwithin the
uid, whereby the evolution of the substance is governed byhe following
transport equation:

@ 2
— = rp + r< +S; 7
o 1) , (7)
where is the scalar eld of the density of the substance, is the di usion
constant andS is the scalar eld of the amount of substance injected. Withhis

model both the motion of the uid and the related propagationof substances
(like blood) can be handled.

3 Numerical Implementation

There are various ways of implementing the above model [18{31]. The dif-
ferences are mainly in regard to possible improvements inthear the visual
appearance or computational e ciency. In our implementaton we optimize
the methodology for real-time visualization of bleeding irthe uterine cavity.
The general method is to iteratively solve all the terms in (band (7) sequen-
tially. The corresponding loop is illustrated schematic#y in Fig. 1.
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Fig. 1. Flowchart of the solution. Top line contains the evolution of the velocity
eld, Egns. (1) and (6). Bottom line contains the evolution of the substance eld,
Egn. (7).

In practice, each quantity is de ned on a spatially discrezed domain. In the
rst stage we implemented the model in 2D, hence our domain & squared
grid aligned with a Cartesian coordinate system. Instead dhe uniform grid

con guration considered in [16,30] we used the so-calledaggered grid ar-
rangement as in [15,18]. This means { as shown in Fig. 2 { thahé density of
the substance () and the external forces F) are de ned at the center of each
cell, while the velocity eld is orthogonally separated inb its scalar compo-
nents (u,v) and de ned on the faces of the grid cells. In the following,hese
velocity components are referenced locally, i.e. the nelgbring velocities for
cell (i;j ) are indexed as (+ %;j ), (i %;j) and (i;j + %), (i) %). In accor-

dance with the results in [18], our experiments also showele visual bene ts
of less numerical dissipation by applying this staggered rangement.
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Fig. 2. Spatially discretized 2D staggered grid con guration

The simulation is advanced by updating the grid from a previes status over
a prede ned time-step t. First, the velocity components of the uid are
updated in four major steps. Step one is the addition of the &nal force eld

to the velocity eld. The corresponding forces can describeg. pre-con gured
actions or more speci cally, in our case, the in uence caudeéby manipulating

the liquid in ow and out ow during the surgical interventio n. The forces are
multiplied by the time-step, then averaged to the grid face®n which the
velocities are de ned and the corresponding scalar compang are added to
the velocities:

FX + FX, . Foo+ F
Uiy 1 + = w t Vij+1 + = % t; (8)

whereF*, FY represent thex and y components of the external force.



The second step is the di usion of the velocity eld. Itis sobed in the same way
as for the di usion of the substance in step two of the densitgolver. However,
instead of a di usion rate , a viscosity is used, and each component of the
velocity eld is solved separately. For easier conceivaliy, the details of this
approach are explored later as part of the density solver.

The third step is the self-advection. It can be interpreted s the velocity
eld moving itself. It is a non-linear problem, but Stam [16] showed how
a stable solution, viable for computer graphics, can be obted using the
semi-Lagrangian integration scheme [17]. The motivationdhind the semi-
Lagrangian scheme is to alloy the regular arrangement of Euwlan schemes
and the better stability of Lagrangian ones. This is done by oving the data
relative to a spatially xed grid and considering a di erent set of particles at
each time-step. The actual set is chosen such that the paieés arrive at the
points of the regular Cartesian grid at the end of a time-stegdn a less rigorous
way, it basically means that each velocity component is trad back in time
through the velocity eld to nd where it came from. This can be done using
either a linear particle tracer or a second order Runge-Kudt method [32].
From our experiments the more elaborate Runge-Kutta appreh did not pro-
vide su cient improvements to justify the increase in compuation time. At
the earlier points, interpolation is needed to obtain the adier velocities. This
may be achieved via simple linear, or the so-called monotorsubic interpola-
tion method as proposed in [18]. Although the monotonic cubiinterpolation
scheme reduces the simulation speed considerably, the iwal of the appear-
ance of the uid improved adequately (especially when usedidng the density
solution step). Finally the calculated velocities are trasported back to the ori-
gin of the back-tracing operation.

The fourth step is mass conservation according to (1). It is physical con-
straint that every uid has to conserve mass, meaning that te ow into a
cell should be equal to the ow coming out of the cell. After tle preceding
steps (adding external forces, viscous di usion, self-adetion), this condition
is not ful lled. Mass conservation is important also from tle computer graph-
ics point of view, as it forces the ow to swirl and have appealg vortices
enhancing its realism.

The application of the Helmholtz-Hodge decomposition (4)esults in the fol-
lowing equation in the discretized domain:

Uiz U )+ (Ve Vg 1) paag v Py Pt Py o

Ap..
H He Bii . (9)

which incorporates the task of solving a sparse linear equat system for the
unknown p values on the right-hand side.



There are diverse methods for computing a solution [16], bute found that
the simple iterative Gauss-Seidel relaxation solver [30]aw the fastest while
still giving visually satisfactory results. After the p values are obtained the
velocities can be updated according to (3):

Pi+1j; By . _ B+ B : (10)

Ui L Vij+i = h

21 - h !

To minimize numerical dissipation and maintain the realisnof the ow, we
also added vorticity con nement [18] which enhanced theseoktices through
an additional force component.

When solving for the velocity eld, proper boundary conditons have to be
set. Primarily we are concerned with boundary conditions caesponding to
a stationary wall, with in ow and out ow occurring along portions of the
boundary. Foster and Metaxas [13] discuss how to achieve fgeconditions on
a staggered grid.

Let us now move ahead to the second major part of the model. Thiensity
equation (7) governs the evolution of the substance injeaeinto the uid.

The method of solution is similar to the one introduced prewausly. We start
with an initial density eld and solve the terms in (7) sequetially. The rst

step is the addition of the density values of an external soce (S), which
are multiplied by the time-step and added to the density eld In our case,
external source is e.g. the spurting blood from vessel on thall of the uterus.

i’ + = Si;j t: (11)

The second step is to solve for the di usion of the density. Drito the dis-

cretized domain, the second spatial derivative is approxiated by nite dif-

ferences. Taking the second di erence in both direction (2nodel) we get:
@ 2 it oy o 1t e 4

ot h2

(12)

The straightforward implementation of a di usion task like (12) can cause
stability problems during the simulation if the di usion rate or the time-step
is set too large or the grid spacing is too small. To overcoméi$ problem
Stam [16] proposed an implicit, thus stable solution methotbr the di usion
term: nd the density eld which would di use backward in tim e to give the
densities we started with. Formally, we instead solve the llowing equation
for the celli;j :

t

to— t+ ot t+ t t+ t t+ t t+ t t+ ot .
[ I h2 i 1 + i+13 + ] 1t i +1 4i;j ' (13)



In this way we again face the problem of solving a system of éar equations,
since the terms '* ! on the right hand side are unknown. Due to the reasons
mentioned above, the Gauss-Seidel relaxation [30] was usedwell, but here
4-5 iterations are enough for a realistic impression. Congrback to the previ-
ously mentioned viscous di usion of the velocity, exactlylte same idea can be
applied there but for each velocity component the di usion ate s replaced
by the viscosity .

There is one more term in (7) which has to be solved. It stateshat the
density of the substance should follow and be advected by tHepreviously
updated { velocity eld. In order to preserve the stability of the solver, here
again the semi-Lagrangian integration scheme is used [18]e trace back the
midpoints of each cell through the velocity eld. Then the nev density values
are interpolated at these points and their values are transfred to the grid
centers where we started at. For our purposes we used the mtoroc cubic
interpolation scheme [18] due to its advantageous propesf in providing a
more realistic appearance of the substance.

3.1 2D implementation of the model

The 2D version of bleeding was implemented for the hysteragry simula-

tor. Figure 3 gives a visual comparison between real bleedimecorded during

hysteroscopic surgery, when uid in ow and out ow were stoped, and our

simulated version. The 2D plane displaying the bleeding wasaced between
the scene (uterine cavity) and the camera (hysteroscope)n lthis case the

boundary conditions on all the four edges of the 2D plane weset as a wall,

which results in a closed domain. This corresponds to a cloail setup when the
in ow and out ow valves are closed. The visualization was dae in OpenGL

and the best rendering performance was achieved if the bloaiv was consid-

ered as a dynamic texture, blended with the background scerihe synthesis

gave high visual delity, but what is more important, real-time frame rate was
achieved with up to 60 frames/sec on a 64 64 grid or 15 frames/sec on a
128 128 grid on a Sun Ultra Sparc Ill processor.

3.2 3D extension of the model

The approach to merge a 3D surgical scene with a semi-transpat 2D tex-
ture plane, describing the visual appearance of the uid emonment, provides
acceptable results if the endoscopic camera is kept statilgain a correspond-
ing prede ned position. During interventions, however, tle endoscope position
is constantly adjusted, which completely ruins the visualgalism of this sim-
pli ed solution. Moreover we need to accommodate for the réstic in- and

10



(@) Intra-operative 1 (b) Intra-operative 2 (C) Intra-operative 3 (d) Intra-operative 4

(e) simulated 1 (f) simulated 2 (g) simulated 3 (h) simulated 4

Fig. 3. Top row: original images recorded during hysteroscpic surgery in the case
of bleeding when uid in ow and out ow were stopped. Bottom r ow: frames from
the real-time 2D synthesis. See Movie 1 and 2.

out ow of the distension liquid as well, which cannot be fullled with a 2D
simulation either. In order to resolve these issues, the disimulation has to
be performed in a 3D environment.

The model itself (introduced in Section 2.2) generalizes Weo this case and
even the extension of the implementation to 3D can be consiée as rather
straightforward. First of all, the staggered grid changesa cubic cells as illus-
trated in Fig. 4 and therefore each location in the grid has sineighbors. This

v. .
ij+5k

*

J

[ 4 —>
i e Pijk it 3 gk
«1
Wil

k

Fig. 4. Spatially discretized 3D staggered grid cell.

leads to additional terms in the numerical approximations fothe di erential
operators used by the solver. The external forces also havede components
(F*, FY, F?) resulting in the additional z coordinate term to be added to the
corresponding velocities:

(Fx + Fiji +1)
2

Wiij:k +1 += t: (14)

The central equation in the mass-conservation step (9) ha® tbe expanded

11



with the terms responsible for the additional spatial dimesion:

( i+ 2k i %,],k) ( i+ 3k ij %k) ( ik + 2 ik %)
h

Pi+iik * Piosik ¥ P+t P 1kt Pk« * Pk 1 BPik
h2

(15)

Analogously, the subsequent update step shown in (10), has incorporate
the third velocity component:
Pijk +1 Pijik

Wi;j;k+% = - h : (16)

Similar changes apply to (13). Obviously, the calculation @main for the nu-
merical solver grows by the third power of the resolution leng to very large
problems. The real-time requirement forces us to choose a deoate resolution
for the grid, while on the other hand a higher resolution wodllead to a more
satisfactory visual appearance of the blood ow.

In Fig. 5 the results of the 3D bleeding simulation are shown ith chang-
ing camera position. In the results shown, the grid size wasgtsto 32x32x32
and only linear interpolation was used. The mass eld represting the blood
was rendered as a dynamic 3D texture with OpenGL. The threerdensional
texture approach is a straightforward way to visualize volmetric data. The
images clearly show that the result has an overly smoky appeace which
is clearly visually di erent from the expected behavior of bbod dispersed in
liquid. This clearly undesirable e ect is caused by using t semi-Lagrangian
method which results in signi cant numerical dissipation.

(a) Framel (b) Frame2 (c) Frame3 (d) Frame4

Fig. 5. 3D simulation of bleeding with pure semi-Lagrangian method. Notice the
change of the camera position during the simulation. See Mde 3.

3.3 Marker particles

This de ciency suggests the reconsideration of the work obBter and Metaxas
[13] and Foster and Fedkiw [20], where they simulated the ligd ow using

12



passive particles. Their approach makes it possible to ketie favorable uncon-
ditionally stable semi-Lagrangian method for solving the elocity eld, while
e ciently correcting the inherent numerical dissipation with marker particles.
This also allows the velocity eld to be calculated on a faigl coarse grid,
while at the same time the marker particles can delineate thelid position
on a completely independent ner grid.

In [13] and [20] the key motivation is to precisely track theftee) uid surface
at the uid-air interface. That is why in these works additional, computation-
ally more demanding methods are involved in tracking the u position: free
surface particles and height eld in [13] and level sets in (2 In our particular
case, namely bleeding in the distension liquid, we need tonsider a uid- uid
interface instead of a uid-air one. This distinction makesit possible to use
massless particles without tracking a precise interface jweh would be compu-
tationally too expensive for real-time simulation. Accorehg to our results, the
slight false di usion (noise) occurring at the blood-liqud interface is visually
acceptable.

The marker particles are introduced at the bleeding pointsgnd convected with
the local velocity. The position of a particle is updated acrding to pos* ' =
pos + v t, where the velocityv is determined by linear interpolation over
the nearest cell velocities.

Although the semi-Lagrangian approach applied in the veldg advection step
allows for larger time steps, this is only at the cost of incesed dissipation.
In order to preserve the liquid-like visual e ect, the timestep used in the
explicit time-marching update of the particles needs to berhited according
to the CFL condition [13]. This means that a given marker paitle cannot
move more than one-cell distance within a time-step, i.etpaice < XIjVj. In
accordance with the remarks in [13], we have chosen the vétpceld time-step
four times bigger than the one given by the CFL criterion for tyarice . Hence
the marker particles are advected by means of four consewmagtisteps before
they are visualized. In regard to the velocity eld, we use tb same model
as introduced previously, except that the viscous term is b@d using central
di erencing as described by Foster and Metaxas [13]. This\gis more accurate
results as opposed to the ones given by the implicit di usiotechnique.

3.4 Parallelization

The implementation of the model outlined above in three-dimnsions, though
visually already appealing, did not fully satisfy the reakime condition for our

application (see Section 4. for the results). One reasonablay to speed up
the simulation is to consider parallelization of the implerantation.

13



There exists a wide body of work on the parallelization of CFBolvers. They
study strategies starting from grid generation and domain @composition to
as far as linear algebra algorithms [33]. Due to the fact thathe model in
our bleeding simulation is a rather specialized and simpkd version of CFD
(being motivated by computer graphics applications rathethan physically
accurate simulations) it cannot simply be inserted into an»asting package or
library. Nevertheless, the general ideas used in the pamlikzation strategies
are worth considering.

Regarding the velocity solver, the local nature of the inveked operators,
strongly motivates the tessellation of the spatial domaimito partitions, which

can be processed in a parallel way. In our case the straighti@rd partitioning

is to cut the domain into horizontal layers as shown in Fig. 6Each parti-
tion contains a prede ned number of layers from the data arsa To reach a
reasonable load balance among the available processorsg thata is equally
distributed among them.

The multi-threaded environment we used was developed indige based on
the Posix library [34]. This environment enables the threaxito have conve-
nient access to a shared memory area. Concurrent readingrfrahis memory
area does not require special action, thus prevents us fronme consuming
synchronization among the reading threads. More importalt it also relieves
us from the challenge of precise domain decomposition whislould be neces-
sary for the Lagrangian technique we use. What we have to guentee is that
the threads do not write to the same memory area at the same ten This is
easily ensured since the general con guration during the heeity eld calcu-
lation is such that the threads read from data arrays belongg to time-stept,
and write to a memory area corresponding to time-step+ t and moreover
only to the partitions which exclusively belong to them (se¢he upper part
of Fig. 6). When a consistent state of a shared memory array tisquired (e.qg.
before calculation of the viscous terms, between the consgtee iterative steps
in the mass conservation procedure, or before the particlase advected) the
threads have to be synchronized.

An additional possibility for parallelization of the solve beyond the domain
decomposition is to let the calculations of the three velagi components be
performed simultaneously. In our model, such a case occutstlae advection
step for the u, v and w component of the velocity, and similarly for the cal-
culation of the three components of the viscous term. Althah occasionally
these methods read from the same arrays, they write their nd$s to separate
memory blocks. The general method of parallelization of theelocity solver is
depicted in Fig. 6.

The processing step of the marker particles o ers the posdity for paralleliza-
tion as well. One feasible way is to split up the list contaimg the particles
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Fig. 6. The setup of parallelization.

among the threads. Since the particles are completely indepdent from each
other, these fragments of the list can be processed asyncaiwasly. Further-
more, similarly to the velocity solver, the update of thex, y and z components
of the particle positions can be also performed asynchrorgiy

4 Results

In Fig. 7 the results of the 3D bleeding simulation are shownyhen the cam-
era changes its position. In this case, the solver grid sizeasv22 22 22,
and the maximum number of marker particles was 200 000. Thelcalation
time for the velocity eld took 18ms, while the update of the 0000 parti-
cles was approximately 250ms. These values correspond toragke threaded
computation.

(@) Frame 1 (b) Frame 2 (c) Frame 3 (d) Frame 4

Fig. 7. Simulated bleeding for virtual hysteroscopy in 3D with the marker particle
approach. See Movie 4.

The synthesis is also responding to changes in the virtual\@ronment. One
essential aspect in hysteroscopy simulation is the accoury for the e ect of
in ow and out ow uid management. The surgeon can clear up tke view by
opening the in- and out ow valves on the tool. In Fig. 8. we she what happens
to the scene when both ows were switched on in frame 2. As inéhrealistic
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case, the clear liquid is injected at the tip of the hull closto the camera, while
the suction is induced through the holes on the hull behind # camera. We
account for these with properly set boundary conditions. Ithe case of in ow,
constant velocity is applied to the grid cells belonging to aircular patch

around the center of the front wall. The direction of this vebcity is towards
the rear wall. For out ow, we allow the velocities of the gridcells within a
ring around the in ow section of the front wall to exit without constraint. If

a marker particle has left the domain it is simply deleted.

(@) Frame 1 (b) Frame 2 (c) Frame 3

(d) Frame 4 (e) Frame 5 (f) Frame 6

Fig. 8. Interacting with the environment. In ow and out ow w ere switched on in
Frame 2. See Movie 4.

We used the 3D texturing feature of OpenGL in order to visuate the ock of

marker particles. For every frame a three-dimensional hisgram is established
from the actual standings of the particles and this histogma is treated as
volume data. The bin size of the histogram determines the veksize of the
3D texture and hence the resolution of the blood ow. The welg of a given

bin in the histogram represents the alpha value for that voxe Obviously,

opacity increases with the number of particles that are prest in a voxel. The
3D texture size used for the simulations was 84

In Table 1 and 2 the results of the parallel implementation ofhe 3D solver
and marker update are listed. In order to show the performaecof the par-
allelization the speedup §) and e ciency ( ) are also indicated as measures.
The speedup is the ratio of the execution time on a single pressor (1) to
the time onn processors (,). The time |, incorporates the execution time of
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Table 1
Average calculation time in ms ( ), speedup ) and e ciency ( ) in percentage
for the 3D numerical solver

Grid size: 22 x 22 x 22 | Grid size: 40 x 40 x 40
# threads n S n S
1 154 { { 178 | {
2 105 147 73.3/ 504 1.77 88.3
3 91 169 564 38 234 781

Table 2
Average calculation time in ms ( ), speedup ) and e ciency ( ) in percentage
for the marker update

# of markers: 100 000 # of markers: 200000 | # of markers: 400 000
# threads n S n S n S

1 1235 { { 1247 ¢ { 477 | {
2 65 1.9 95| 126 196 981|243 196 98.1
3 47 263 876/ 90 2.7 915|170 281 935
4 385 3.21 802l 70 35 88.2)134 356 89
5 35 353 70.6) 64 39 77.2|121 394 78.8

the parallel and serial parts of the calculations includinghe parallelization
overhead. This overhead is due to running the algorithm on pallel proces-
sors and can result from the hardware, operating system or éhalgorithm
itself. The e ciency is the ratio of the real speedup to the ical one, when
the execution time is not a ected by parallelization overhad. In Fig. 9 the
average calculation times are plotted. The measurements r@daken on a Sun
Fire 6800 HPC server, with 12 Ultra Sparc Il processors. Thealues listed
for the marker update correspond to the four-step advectioand include the
time needed for establishing the three-dimensional histagn. If an alternative
rendering method is used, where such a construction of a voletric data is
unnecessary, about 10% of the computation time can be spared

As one can observe from the data, the calculation time decisss with the
number of threads, however the speedup does not scale in aan fashion in
conjunction with the number of threads. In any case the e ciacy increases
with the problem size. Our investigations suggest that theuboptimal scaling
stems from the memory-intensive nature of the algorithm. Asuch, generic
cache coherency contention and false sharing can occur veasily and results
in poor scaling. These phenomena can arise in all cache-lthshared memory
multiprocessor systems. The correction for cache cohergncontention can
only be done by thoroughly considering the architecture ofhe underlying
hardware and applying appropriate tuning techniques usingppropriate data
array representation and algorithmic modi cations.

Unfortunately, dynamically changing and swapping the comint of the 3D tex-
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Fig. 9. Average calculation times inms.

ture bu er in OpenGL substantially degrades its performane irrespective of
the resolution of the texture. This strains the real-time radering capability
of our simulated blood ow and explicitly outweighs the perbrmance increase
gained by the parallelized calculations. The visualizatio system we used was
a Sun Fire V880 with a XVR-4000 graphics accelerator, wher&d dynamic
update of the texture limited the frame rate to 6-7 fps, causg a bottleneck
in the performance of the simulation.

5 Conclusion

We have designed a state-of-the-art graphic ow simulatiom ering realistic
visualization of blood ow for virtual surgery. The work wasfocused on the
special requirements of a bleeding simulation for virtualysteroscopy, where
the blood is present in the uterine cavity distended by liqu. We modelled this
phenomenon as an interaction between two inert uids, for wibh no chemical
processes were involved. Furthermore, no uid to air integice was considered,
only basic uid to object interaction (i.e. at the walls).

The quantitative validation of the development techniquess by far not straight-
forward. It would be very di cult, if not impossible to colle ct experimental
data about 3D ow conditions and blood dispersion in a reasatbly realis-
tic clinical environment. Comparisons with results of commrcial humerical
solvers, which allow us to perform the calculations underde restrictive as-
sumptions while abandoning real-time requirements wouldebpossible, but
it is still uncertain how closely even such simulations canpproximate real
life conditions. Most importantly it is not clear, how to corvert the certainly
existing numerical deviations in the ow eld and blood conentration to a
reliable measure allowing us to evaluate the visual qualityf the simulation.

We therefore propose and plan to build up a validation envirament directly
addressing the clinical target of the simulation by measurg the e ects of using
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the system on the actual working performance of the surgeoim. other words,
we are interested in a performance measure which shows hove tlearning-
curve of a surgeon is inuenced by using the simulator. We areurrently

setting up targeted clinical studies, which will allow to gantitatively assess
selected surgical skills and to observe their dependence repetitive training

using the simulator unit under development.

For the time being we can evaluate the success of our reseagobrt only in a
subjective manner based on three principal factors. One didse is the ability
to achieve real-time simulation along with the possibilityof interaction with
the virtual environment. Secondly, the appearance of the sthesized bleeding
should be visually convincing and appear to be reasonablyatestic for the
surgeon being trained. Finally, the simulated bleeding ha® pose the same
challenges in the virtual environment as the clinician faseduring real surgery.

The results presented in this paper show that the method, ainating from
the Navier-Stokes uid equations, can be solved in real-timwith satisfactory
frame rate in 2D, while currently available computational esources allow only
moderate frame rate in the desired 3D case. Parallelizatianers an appeal-
ing way to speed up these calculations. Graphical uid simation allows the
bleeding to be interactive and responsive to any changes neatb the virtual
environment in real-time. The visual delity originally had an overly smoky
appearance due to the applied semi-Lagrangian techniqueytlthis was signif-
icantly improved with marker particles leading to a more ligid-like quality.
Rendering the blood ow with dynamic 3D texture o ers convircing visual
realism but currently at the expense of rendering performae.

The method discussed in the paper can be directly applied toraulating bleed-
ing in connection with any clinical procedure where the disnhsion of the op-
eration area is accomplished by means of uid, such as in uocgly during
transurethral resection of the prostate (TURP simulator).The proposed pro-
cedure can also be used under more general surgical condsidor predicting
the appearance of bleeding after appropriate adjustmentdl@aving the proper
handling of the liquid-air interface as described in [13] (2.
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